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Goals of the HLT

Computers would be a lot more useful if they could
handle our email, do our library research, talk to
us---.

But they are fazed by natural human language.

How can we make computers have abilities to handle

human language? (Or help them learn it as kids do?)
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+» Human Language Technology (HLT)

% Two Interesting Examples

= Case Study 1: Question Answering System

= Case Study 2: Spoken Dialogue System

< HLT Applications
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Human Language Technology
Levels of
Languages

= Phonetics/phonology/morphology — what words (or

subwords) are we dealing with?

= Syntax — what phrases are we dealing with? Which

words modify one another?
= Semantics — what's the literal meaning?

= Pragmatics — what should you conclude from the fact

that | said something? How should you react?
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hgfr’ s hard - all different levels of

John stopped at the donut store on his way home from work. He thought
a coffee was good every few hours. But It turned out to be too
expenslve there.

- Donut: To get a donut [donut; spare tire) for his car?
- Donut store: store where sells donuts? or is run by donuts?
or looks like a big donut? or made of donut?
- Every few hours: That' s how often he thought it?
Or that' s for coffee?
- it: the particular coffee that was good every few hours?
the donut store? the situation
- Too expensive: too expensive for what?
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Case 1 Question Answering

Mary went shopping for a new coat. She found a red one she
really liked. When she got it home, she discovered that it went
perfectly with her favorite dress.

= Questions:

+ Q1: What did Mary go shopping for?
« Q2: What did Mary find that she liked?
+ Q3: Did Mary buy anything?
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Two Interesting Examples

= Case Study 1: Question Answering System

= Case Study 2: Spoken Dialogue System
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Case 1: Question Answering

Mary went shopping for a new coat. She found a red one she
really llked- When she got It home, she discovered that It went
perfectly with her favorite dress.

1. Using Templates and Patterns
« “Mary went shopping for a new coat.”

« Q1: Can be answered — “a new coat”

« Q2: Unless the template set is very large, this question
is not answerable .

* Q3: No answer will be found.

« Comments:

— The ability to answer the most direct questions is
dependent on the exact form.
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Case T Question Answering

2. Using Linguistic Knowledge

“She found a red one she really liked.”

Convert the input text into a structured form representing
the meaning of sentences.

Convert Questions into that form, and find answers by
matching structured forms.

Q1: Can be answered — “a new coat.”
Q2: Can be answered - “ a red coat.”
Q3: Can not be answered.

.

.

Comments:

— Less brittle than the first program with respect to exact
forms.

- Some additional information is necessary to find an
answer to guestion 3.
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Case 1 Question Answering

1. Centers L

Shopping Script:
roles:C(customer),

S(salesperson) | . ]
props:M(merchandise), 3. C looks for a specific M 4. C looks for

D(dollars) | any interesting M
location:L(a store) 5. C asks 1S for help |

2. C begins looking around

Gy

{ ]
7. Cfinds M 8.C fails to find M

9. Cleaves L 10.Cbuys M 11.CleavesL 12.gotostep 2

|

13. C leaves L

|
14. C gets \I'
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Case T Question Answering

3. Using Linguistic Knowledge and World
Knowledge

+ Convert input text into a structured form
representing the meaning of sentences, and
combine that form with other structured forms
describing prior world knowledge about the
objects and situations.
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Case 1: Question Answering

Mary went shopping for a new coat. She found a red one she
really llked- When she got It home, she discovered that It went
perfectly with her favorite dress.

= “When she got it home , she discovered that it
went perfectly with her favorite dress.”
+ Q1: Can be answered - “a new coat.”
+ Q2: Can be answered — “a red coat.”
« Q3: “Yes, She bought a red coat.”
+ Comments:

— more powerful than the first two programs because
it exploits more knowledge .

— it is exploiting Al techniques.

— a general reasoning mechanism is missing from
this program.
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Case 2: Spoken Dialogue System
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Case 2: Spoken Dialogue System
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Case 2: Spoken Dialogue System
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Case 2: Spoken Dialogue System
Resolution
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Case 2: Spoken Dialogue System

Centering
Formalism

Chb(Ui) = Cp(Ui)

Cb(Ui) = Cb(Ui-1) Cb(Ui) <> Cb(Ui-1)

CONTINUE SMOOTH SHIFT

Ch(Ui) <> Cp(Ui)

RETAIN ROUGH SHIFT

= Example

= Jack saw Sam at the party. (Jack, [Jack, Sam, Partyl])
= He clearly had drunk too much.

v (Jack, [He: Jack]) (1) continue
v (Sam, [He: Sam]) (3) S-shift
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Case 2: Spoken Dialogue System

Recognition of
Speech acts
= Utterance Understanding

= = A 5tH SfAI} ol £ 5t illocutinary actE 2&C 2
s £ 2l S0t ol Zallof &

0fl) Open the window. Vs. Can you open the window

W EHOME

= 22Xl surface linguistic features: &%, cue phrase,
=Ale] =5, AN, =lAF AIH

0|™ 2 Zre| speech act: Discourse structure S

hierarchically recent utterance2| Z2to| =

= QoA 2l duration, pause S
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Case 2: Spoken Dialogue System

Speech Acts/
Dialogue Acts
= Speech Act Theory by John Austin (&
= olojet Bololgle > olg]

s T
= |llocutionary act: ®&S 2sl=

« Ask, Request, Inform, Deny, Confirm, Promise etc.
= Perlocutionary act: 25t 20| saist oM 2= 1}
= Example
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HLT Applications
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HLT Applications

Spelling/Grammar
Checking
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HLT Applications (2)

News
Categorization
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HLT Applications (3)

Information
Extraction
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HLT Applications (4)

Question
Answering
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HLT Applications (5) HLT Applications (6)

Computing
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HLT Applications (7) HLT Applications (8)

Robot

Voice Portal for
Email, VAD and
Internet Contents
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Demo of Dialogues System (1) Demo of Dialogues System (2)
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